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Real-space ion scattering maps of the Mg(0001) surface
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Low-energy ion scattering (LEIS) is useful for examining the structure of ordered surfaces as well as for
identifying surface atoms. However, in some cases the structural information from LEIS measurements is
obscured by complex collision processes which contribute to the detected scattering intensity. In this study, we
have developed a more precise approach for examining surface structure that includes comparing experimental
real-space ion scattering maps with simulations from binary collision codes using reliability factors. This
method is demonstrated with the model system 2 keV Ne*— Mg(0001). Using an angle-resolved ion energy
spectrometer, the intensity of scattered Ne* from the surface was recorded for a complete set of polar and
azimuthal angles, which define the orientation of the surface with respect to the incident beam. These angles
were then transformed to distances in real space and used to compile an ion scattering map of the Mg(0001)
surface. A simulated map was also generated for the same conditions using a modified version of the binary
collision code MARLOWE. The maps provide a comprehensive overview of surface scattering and allow the
locations of surface atoms to be correlated directly to regions of enhanced scattering intensity. The sensitivity
of the LEIS signal to interatomic spacing was simulated using MARLOWE, and methods for comparing with
experiments were developed. Because LEIS can distinguish different types of atoms on the surface, the

techniques described here could be extended to map compound surfaces and adsorbates.
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I. INTRODUCTION

Low-energy ion scattering (LEIS) provides information
about the composition and structure of atoms on surfaces.
For an analysis of surface composition, ions that undergo
elastic binary collisions are of interest because the observed
energy is related to the mass of the surface atom by classical
kinematics. The local atomic structure, on the other hand, is
revealed by considering the angular distribution of scattered
ions. The feasibility of using LEIS for these applications was
demonstrated in an early work by Smith,! and LEIS structure
analysis was further developed, both in theory and experi-
ment, by Williams and Yarmoff.2

Most previously published LEIS studies have obtained
structural information by systematically varying the polar
(a) or azimuthal (¢) angles of the incident beam with respect
to the sample surface and monitoring the intensity of scat-
tered ions at a fixed observation angle (6).? (See Fig. 1 for
definitions.) Such polar or azimuthal scans typically show
variations in the intensity of scattered ions that are related to
shadowing effects caused by neighboring atoms. A beam of
incident ions deflected by surface atoms generates “shadow
cones,” which are regions of space in the vicinity of surface
atoms that incident ions cannot reach. A diagram showing an
axial cut through a shadow cone appears in Fig. 2. Note that
the shadowed area is approximately parabolic in shape. An
important characteristic is the accumulation of many trajec-
tories at the shadow cone edge, and as a result, there is a
sharp change in particle flux in moving across this boundary.

Shadow cone analysis allows for a straightforward inter-
pretation of scattering intensity variations observed in LEIS.
This approach has been used heavily in many previous LEIS
structural studies; a review of the existing techniques is pro-
vided in Ref. 4. However, in many cases more complex scat-
tering events occur on the surface which cannot be ad-
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equately described by shadowing alone, suggesting the need
for more detailed methods. One such approach is real-space
scattering maps. If the shadow cone shape is known, the
angle of incidence, o, may be related to an intersection dis-

FIG. 1. (a) Side and (b) top views of the Mg(0001) surface
showing angle definitions and reference axes. The first, second, and
fourth nearest neighbors to atom A are indicated by atoms B, C,
and D.
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FIG. 2. Shadow cone schematic showing the relationship be-
tween the beam angle of incidence, «, and the intersection distance
along the target surface, d. The solid line indicates the shadow cone
envelope, whereas the dotted line indicates the surface.

tance on the surface, d. (See Fig. 2 for the appropriate ge-
ometry.) Agostino et al.’ used this relationship to create real-
space scattering maps which indicate local surface structure.
Their approach involves obtaining a scattering data set for a
wide range of azimuthal (¢) and polar angles («) at good
angular and energy resolution. Agostino et al’ produced
scattering maps of surface atoms on Cu, Al, and Pt single
crystals and noted parabolic regions of high scattering inten-
sity, created by shadow cone intersections with surface at-
oms. The apex of each of these regions appeared to corre-
spond to the location of a neighboring atom on the surface. If
this interpretation is correct, scattering maps provide a means
to extract local structural information from LEIS data in a
straightforward manner. While scattering maps are described
in terms of shadow cones, it is important to note that they
fully contain all of the scattering data over the range of
angles considered. In fact, the scattering intensity patterns in
the maps often contain many subtle details owing to contri-
butions from complex scattering events (such as multiple
weak sequential collisions). The formalism of relating
shadow cone surface intersections with distances is used as
an expedient way to render the maps in real space.

Surprisingly, very little subsequent work was performed
in this area after the original study of Agostino et al> A
possible reason is that the process of acquiring the data
needed to construct the maps is rather demanding. With the
current availability of highly automated instrumentation and
increased computing power, generating scattering maps has
become much more practicable. Recently, a number of very
detailed scattering maps have been published by Rabalais
and co-workers.®” It is important to note that these maps
were constructed by collecting scattering intensities over a
hemispherical region above the sample by varying the detec-
tor angle (rather than incidence angle), making them funda-
mentally different from the maps developed by Agostino
et al.’> The ability to render the maps in real space also dis-
tinguishes the work of Agostino et al.® from others.

For this study, we modified the binary collision code
MARLOWE (motivated by prior work described in Refs. 8 and
9) and applied it to the model system Ne™— Mg(0001). Us-
ing reliability factors (R factors), these results were then
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compared with experimental measurements under the same
conditions to demonstrate a general method for determining
surface-atom positions. Such quantitative comparison tech-
niques have not found widespread use in LEIS studies. The
method described here could be extended to compound ma-
terials, since LEIS can identify atomic species. Direct recoil
spectroscopy (DRS), in which recoiling particles rather than
scattered ions are detected, could also be implemented in this
manner to detect adsorbed species such as hydrogen. A nec-
essary first step in the process is to apply the scattering map
techniques described above to the substrate surface, which is
the focus of this paper.

II. EXPERIMENTAL CONFIGURATION

The experimental data were obtained with an angle-
resolved ion energy spectrometer (ARIES) system. This in-
strument has been described in detail;'” we only provide a
brief discussion here. The samples were maintained in a
UHV chamber capable of achieving a base pressure of 3
X 107! torr. A mass-analyzed source bombarded the
samples with low-energy monoenergetic ions in the range of
500 eV-3 keV. A computer controlled five-axis positioning
stage allows for a wide range of crystal orientations with
respect to the beam, including full 360° rotations in the azi-
muthal (¢) direction and polar angle settings from 0° to 90°.
An electrostatic energy analyzer may be placed at observa-
tion angles in the range 15° = #=90°. The sample holder
was installed through a load lock and included a small heat-
ing element for annealing.

The beam itself was rastered over a 2 mm square pattern
on the surface. To maintain the same pattern size on the
sample with varying incidence angle «, the raster was ad-
justed accordingly. Typical beam currents were approxi-
mately 100-200 nA. The single-crystal Mg(0001) sample
was sputter cleaned and annealed to 125 °C prior to expo-
sure to the ion beam. All measurements described in this
paper were made at ambient temperature.

III. MARLOWE SIMULATIONS

Numerous computational techniques exist for simulating
the interaction of energetic ions with surfaces, most of which
can be roughly categorized as either binary collision or
molecular-dynamics models.!! Binary collision codes are
computationally efficient and model the substrate with suffi-
cient detail for LEIS simulations. The scattered and recoil
energies of interest for LEIS are typically well above 100 eV,
an energy range where the binary collision approximation
can safely be considered valid.'""'> With this in mind and due
to its ability to model scattering from crystalline targets,
MARLOWE (Refs. 12 and 13) was chosen to model our ex-
periments.

A set of user-defined subroutines were added to MARLOWE
to tailor the output for LEIS simulations. The primary func-
tion of these subroutines was to track particle energies, tra-
jectories, and collision partners, and to output these results
in a concise format for analysis. Our modifications to
MARLOWE did not affect the evaluation of the scattering in-
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tegrals or particle trajectories in the original program but
instead identified and retained only trajectories which con-
tributed to the maps. Specialized information such as colli-
sion partner identities was also retained. While we found
MARLOWE to be quite effective, several other binary collision
programs such as SARIC (Ref. 6) or FAN (Ref. 3) could also
be programmed to generate the maps in this manner.

The simulation geometry was designed to mimic that of
the ARIES instrument as closely as possible. All scattered or
recoiled particles escaping from the surface within the same
acceptance angle as ARIES were tracked by the program. To
ensure that all possible impact conditions were considered,
the initial locations of the incident ions were randomly dis-
persed over a region equivalent to the projected area of a
single substrate unit cell. Hence, for the Mg(0001) surface
the impact region was a parallelogram. The initial positions
of all the incident ions were located one lattice spacing
above the surface, ensuring that the primary particles would
be initialized at a position well away from the influence of
any target atoms.

We modeled the interaction between the incident ion and
the target atoms using the Ziegler-Biersak-Littmark'# (ZBL)
interaction potential. In each of the simulations presented in
this paper, the target lattice was assumed to be at room tem-
perature. No reconstruction was expected at 300 K for
Mg(0001) and only a bulk-terminated surface was consid-
ered. Random lattice vibrations are taken into account by
introducing a Debye temperature for each lattice site (for
magnesium 6,=400 K).!! For the first atomic layer, a lower
surface Debye temperature 8,=260 K was assumed.’> We
also incorporated a small 1.9% expansion between the first
and second atomic layers into the model.'?

A common concern with LEIS data is the effect of neu-
tralization which may distort structural information about the
surface. While many researchers have addressed this prob-
lem, no clear consensus has emerged on handling this issue.
We have used a straightforward effective model described by
Beikler and Taglauer.” With the idea that each collision pro-
vides an opportunity for a scattered ion to acquire an elec-
tron, a constant survival probability 0=p =1 is assigned for
all such events. Therefore, if a particle undergoes N colli-
sions, its contribution to the ion energy spectrum is weighted
by p". Following the approach of Beikler and Taglauer,” we
have assumed that a collision must result in a deflection of at
least 4° in order to contribute to neutralization. For 2 keV
Ne*— Mg(0001), we have found through comparison of
simulations with experimental data that a survival probability
of 0.8=p=0.95 is appropriate.

The number of incident trajectories to be simulated is dic-
tated by the need for sufficient peak height in the LEIS en-
ergy spectrum when compared to the background noise level,
and 2 X 10° individual trajectory simulations generally pro-
vided satisfactory results. With this number of simulations,
identical input files initialized with different random number
seeds would yield single-scattering intensities which agreed
to within 5%. In addition, for LEIS simulations the trajecto-
ries of the primary particles are of the most interest, and
significant savings in computational resources were attained
by ignoring recoil trajectories. The contribution of direct re-
coil Mg particles could be avoided by using an ion scattering
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FIG. 3. (Color online) Ion energy spectra for 2 keV
Net—Mg(0001) obtained both (a) experimentally and (b) by
MARLOWE. In panel (a), the scattering and recoil peaks are indicated
for both H and Mg. The spectrum in panel (b) has been decomposed
to show contributions from different scattering and recoil processes.

system configured to detect backscattered particles. How-
ever, a forward-scattering configuration was used in the
present study because of the ultimate goal of extending this
work to obtain recoil maps from adsorbed atoms.

To make the computational work more tractable, no ac-
count is made of target damage in the sample. Regardless of
any dislocations created by an incident particle, the lattice is
reset to its original “pristine” condition for each subsequent
ion trajectory. In addition, inelastic losses are not accounted
for in collision processes, causing single-scattering peaks in
MARLOWE to appear at higher relative energies than those
observed experimentally. Furthermore, ionization processes
are ignored in this implementation of MARLOWE. These sim-
plifications are not expected to have a major impact on the
intensities of the main scattering peaks, which are of primary
interest in this work.

IV. COMPARISON OF SELECTED CASES
WITH EXPERIMENT

Figure 3(a) displays a LEIS spectrum acquired by the
ARIES instrument for 2 keV Ne*— Mg(0001). The experi-
mental geometry consists of an incidence angle a=67.5°,
azimuth angle ¢=0°, and scattering angle #=45°. In this
figure, the scattering intensity is plotted as a function of E,
which is defined as the energy of the scattered ion normal-
ized by the incident energy (E/E,). The peaks are identified
by the substrate atom involved in the collision. Scattering
and recoil peaks are given by the notation (s) and (r), respec-
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tively. The notation (ss) indicates a double-scattering peak.
In addition, portions of the spectrum specifically associated
with doubly ionized particles are indicated by the notation
++. Four prominent Mg scattering peaks in the spectrum are
identified, along with a low-energy tail associated with Mg(r)
and a small H(r) signal from residual hydrogen on the sur-
face. A corresponding MARLOWE plot for the same geometry
is shown in Fig. 3(b) for comparison. Note that for this par-
ticular case only, a full simulation was conducted, including
contributions from recoils. Hence, the simulated data shown
in Fig. 3(b) also contain H(r) and Mg(r) components (assum-
ing a recoil survival probability of p=1). In general, the H(r)
was visible only initially after the sample was exposed to the
beam, indicating that most of the measurements described
here were obtained for a H-free surface. Also, it is important
to note the higher-energy Mg(r) structure which sits below
the Mg(s) peak results from multiple collisions and is espe-
cially susceptible to neutralization processes. As a result, the
Mg(r) signal intensity is greatly overestimated in this region
of the spectrum since p<<1. This provides the justification
for ignoring the Mg(r) contribution for the simulations pre-
sented in this study, given that the intensity of the Mg(s)
peak is of primary interest here. This also eliminates the
difficulties associated with estimating separate values of p
for the scattered particles and recoils, especially since it is
unlikely that the straightforward model described in Ref. 9
would be valid for calculating recoil ion formation rates.

Qualitatively, the simulated and experimental spectra
compare well with each other. The elastic Mg(s) and H(r)
peaks for the geometry described above are expected to oc-
cur at relative energies of 0.577 and 0.09, respectively. Note
that the Mg(s) peak measured by the experiment is shifted to
slightly lower energies due to inelastic energy losses not ac-
counted for by the MARLOWE simulation. In addition, peaks
corresponding to multiply ionized (Ne**) are also absent
from the simulated spectrum. In the MARLOWE simulation,
10% of the adsorption sites were randomly populated with
H, so that the simulated H(r) signal intensity is comparable
to the experimental value. MARLOWE allows the ion energy
spectrum to be decomposed in order to distinguish contribu-
tions from different scattering and recoil processes. In Fig.
3(b), individual spectra from Mg and H recoils as well as
single and double scattered Ne* ions are displayed. Each
component contributes a distinct peak to the composite spec-
trum.

An azimuthal scan showing the variation in the Mg(s)
peak intensity over the entire 27 range was acquired by the
ARIES instrument and appears in Fig. 4(a). For this case, the
incidence and scattering angles correspond to a=80° and 6
=55°, respectively. At this incidence angle, the shadow cone
edge from a scattering center will intersect the fourth nearest
neighbor on the surface. As can be seen from the ARIES
plot, increased Mg(s) intensity at angles *19.1° away from
the close-packed directions corresponds to enhanced scatter-
ing from these neighboring atoms. A MARLOWE plot gener-
ated from ¢=0° to 120° with the same geometry reproduces
this behavior precisely. To cover the entire 27 range, the
MARLOWE data have been reflected every 120°.

In Fig. 5(a), polar scans showing the variation in the
Mg(s) intensity as a function of « along the directions [010],
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FIG. 4. Scan showing the variation in the Mg(s) peak as a func-
tion of azimuthal angle ¢. Case (a) was obtained with the ARIES
instrument and case (b) was simulated with MARLOWE. The intensity
maxima occur 19° away from the close-packed direction and cor-
respond to scattering from the fourth nearest-neighbor atoms on the
surface. To account for all possible symmetry planes, the MARLOWE
data have been reflected every 120°.

[120], and [110] are shown. With respect to the nearest
close-packed direction, these azimuths correspond to ¢=0°,
19.1°, and 30°, respectively. To emphasize the relative
shapes of each curve, the intensities have been normalized to
their peak values. At grazing incidence (a>70°), each of
these polar scans is characterized by a strong peak, followed
by a rapid decrease in intensity. These peaks may be inter-
preted by considering the shadow cone geometry for 2 keV
Ne*— Mg. As illustrated in Fig. 1(b), for a given scattering
center (labeled as A), a nearest-neighbor atom on the surface
(labeled as B) is aligned along the [010] direction. If a ZBL
potential is used, the shadow cone edge from scattering cen-
ter A interacts with atom B at an incidence angle of a=72°.
A peak in the scattering intensity is visible at this angle in the
ARIES spectrum due to the focusing effect near the shadow
cone boundary. The situation is more complex along the

[120] azimuth, where we observe a maximum in the Mg(s)
signal at @=80°. This corresponds to the intersection of the
shadow cone from the scattering center with the fourth
nearest-neighbor atom on the surface (indicated by atom D),
although weak interactions with other neighboring atoms
also contribute to the scattering intensity at this location.
Note that this polar angle corresponds to the value used in
the azimuthal scans in Fig. 4.

The behavior observed above with the experiment is re-
produced well by the MARLOWE simulations shown in Fig.
5(b). Here, we used a neutralization probability of p=0.9 for
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FIG. 5. (Color online) Polar scans along selected azimuths, ob-
tained both (a) experimentally and (b) by simulation.

this analysis. The locations of the grazing incidence peaks in
Mg(s) intensity agree with the experiment and with the val-
ues calculated from the shadow cone shape. The relative in-
tensity of the peaks at lower angles of incidence is not re-
produced as satisfactorily by the simulations. These features
correspond to distances smaller than 3 A from the scattering
center and involve subsurface scattering events rather than
shadowing of atoms in the surface plane.

V. ION SCATTERING MAPS

Using MARLOWE, we generated ion energy spectra for 2
keV Ne*— Mg(0001) using a full range of beam incidence
angles, «, and sample azimuths, ¢. Experimental measure-
ments were taken for the same conditions using the ARIES
experiment. The beam incidence angles were selected so as
to give a constant increment in the shadow cone intersection
with the surface of 0.25 A in radial distance from the scat-
tering centers over the range from 1.25 to 10.0 A. The in-
tersection points d were determined using the methods out-
lined by Hird'® to model the shadow cone shape. At each
incidence angle, ion energy spectra were recorded as the
sample azimuth was varied in 2° steps.

For the experimental measurements, a full data set over a
complete 360° rotation of the sample consisted of 6480 in-
dividual spectra. Each spectrum measured the intensity of
detected ions at a relative energy, E,, from 0 to 1 in 0.005
energy steps with a dwell of 0.025 uC/step. A total dose of
33 mC was required to obtain a full data set. As the ion beam
was rastered over a 2 X2 mm? region, this corresponds to a
total fluence of 5X 10'® Ne/cm?. Although the surface was
being continuously eroded during the measurement, the
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LEIS data indicated that it remained well ordered. No deg-
radation in the intensity patterns was observed with increas-
ing ion fluence. The MARLOWE maps were generated from 37
azimuthal scans, with ¢ varying in each case over a range of
0° =¢@=120° to account for all possible symmetry planes.
(Hence, the MARLOWE results are reflected every 120°.) At
each location in the map, a complete ion energy spectrum
was generated from 2 X 10° incident ions with bin width of
AE=0.02.

Surface maps obtained with the ARIES instrument and
MARLOWE are presented in Fig. 6 for a detector angle of 6
=45°. A scattered energy of E;=0.6, which corresponds to
single-scattered Ne™ from the Mg surface, is shown, with the
plot coloration indicating scattering intensity. In general, the
simulation shows satisfactory agreement with the experimen-
tal work. At distances of 3—5 A from the scattering center,
we observed parabolic regions of increased scattering inten-
sity similar to those noted by Agostino et al. in Ref. 5.

Figures 6(c) and 6(d) show ARIES and MARLOWE maps
for multiply scattered Ne* at an energy of E,=0.69. As be-
fore, we have used a detector angle of #=45°. The simulated
results agree well with the experimental map, with both
showing regions of high intensity in the vicinity of the
nearest-neighbor atoms. A sixfold symmetry is observed in
the experimental case. In a MARLOWE simulation of scatter-
ing from a perfect bec crystal, only one of two possible atom
locations in the second layer is occupied and the simulated
map has threefold symmetry. The crystal surface used in the
experiment, on the other hand, contains step edges which
expose both possible configurations. To account for this, the
simulated data have been reflected every 120° and averaged
together.

Note that scans along a constant & or ¢ may be inter-
preted as radial or azimuthal “cuts” in the real-space scatter-
ing maps, respectively. For example, a ¢ scan with a=80°
would correspond to the dashed circle in Fig. 6(b). Polar

scans along the [010], [120], and [110] azimuths are shown
by the dashed lines in the Fig. 6(b) overlay. The data shown
in Figs. 5 and 6 were acquired for the same values of « and
¢, although with a different 6. (Since the cross section for
scattering is smaller for larger 6, the overall scattering inten-
sity would be affected. However, the structural information
would not be altered.)

The intensity patterns seen in the map are the result of
shadow cone edges intersecting neighboring atoms. Many
scattered particle trajectories converge at shadow cone edges
and locally enhance the flux, which leads to an increase in
signal intensity when a cone edge passes through a neighbor-
ing atom. To see how the observed structures arise, consider
Fig. 7, which shows the elliptical intersections of a shadow
cone with the surface plane for several projectile incidence
angles «. In this figure, the positions of two neighboring
atoms are indicated and the incident-particle direction is ini-
tially along the interatomic axis. At incidence angle (a), the
edge of the shadow cone formed by the first atom intersects
the second atom at a single point. At larger (i.e., more glanc-
ing) incidence angles (b, ¢, d, and e), the second atom lies
inside the shadow cone. However, as shown for ¢, an azi-
muthal rotation by an angle A¢ will bring the second atom
onto the edge of the shadow cone.
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FIG. 6. (Color) Real-space scattering maps of the Mg(0001) surface using LEIS generated by analyzing scattered 2 keV Ne* ions at a
scattering angle of #=45°. ARIES and MARLOWE maps are shown for both the single-scattered [in panels (a) and (b)] and doubly scattered
[in panels (c) and (d)] ions. The overlay in panel (a) depicts the calculated shadow lines.

Associating the incidence angle with radial distance, as
was done to construct the map, we thus expect a signal en-
hancement at the location of the atom at incidence angle (a)
and at locations beyond the atom and offset by the appropri-
ate Ag for larger incidence angles. The resulting shadow
cone intersection line on the surface can be simply param-
etrized in the form y=b, \/)—c+b2x. For the case of 2 keV Ne*
scattering from Mg, the constants are b;=0.540 and b,
=0.221. This function is plotted in Fig. 6(a) overlay for the
first through fifth atom neighbors on Mg(0001). The intensity
patterns observed in the experimental Mg(s) map to a large
extent correspond with the shape of these lines. Further, re-
gions of the highest signal intensity occur at atom positions
where shadow cone intersection lines overlap. The highest
scattered particle flux is focused at these locations.

For the purpose of identifying atom locations based on a
scattering map of an unknown surface, one could first envi-

sion referring to an ion energy spectrum to characterize the
surface composition. This would also reveal which scattering
processes are depicted in the map. Any symmetry of the
surface structure should be immediately evident, and the ap-
proximate nearest-neighbor atom locations can be assigned
to the apices of the parabolic structures nearest to the refer-
ence site. A fitting algorithm could potentially be developed
to correlate the exact atom positions to the parabolic inten-
sity patterns in the maps. However, focusing effects can af-
fect the parabolic intensity structures. Using the R-factor
analysis described in Sec. VI of this paper to compare simu-
lated configurations with the experimental data is an alter-
nate approach.

One potential disadvantage of the scattering maps is the
large primary ion dose needed to obtain them, which causes
surface damage. However, several strategies can be imple-
mented to mitigate this problem. For example, one could
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FIG. 7. Schematic depicting the intersection curves between the
shadow cones and the surface plane.

take advantage of symmetry and not acquire scattering inten-
sity over a full 360° azimuthal range. Also, rather than ac-
quiring a full spectrum for each map point, one could take
measurements only at specific energies of interest, thereby
reducing the needed dose by at least a factor of 10. As an
alternative, the added sensitivity that a time-of-flight detector
provides could further reduce the required dose by several
orders of magnitude.

VI. ANALYSIS OF SURFACE STRUCTURE

The agreement between the MARLOWE and ARIES maps
appears satisfactory from a qualitative standpoint. Because
the intensity patterns correspond directly to atom locations
on the surface, any major difference between the simulated
and experimental configurations should be obvious. How-
ever, it is worth considering whether more detailed informa-
tion (such as lateral interatomic spacing on the surface) could
be measured. This is an area where comparisons between
experiments and simulations would be particularly helpful,
especially if a quantitative comparison between a series of
subtly different configurations was possible. While it is un-
likely that LEIS would be able to improve on existing meth-
ods for determining lattice constants, improved characteriza-
tion of adsorbate locations may be feasible with DRS.
Although LEIS could also be used to determine the spacing
between atomic layers, the present discussion will be re-
stricted to determining positions within the surface plane.

A common practice in surface structure studies using low-
energy electron diffraction is to use reliability factors (R fac-
tors) as a means of comparison between theoretical results
and experiments.!” To date, it appears that this method has
not been extensively adopted in LEIS studies. The ion scat-
tering maps presented here provide the possibility of com-
paring large sets of data, allowing one to fit the entire map
with the model rather than a small set of scattering peaks.
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This has the additional benefit of reducing the impact of any
localized errors.

A key point which should be considered when comparing
LEIS experiments with simulations is that the locations of
the scattering peaks and the subsequent rapid decrease in
intensity as an adjacent atom moves into a shadow cone
contain the most information about the structure of the sur-
face. The relative intensities of closely spaced peaks are of
lesser importance, and absolute intensities are not relevant
for this purpose. Hence, any method of comparison should
emphasize peak positions along with the “critical edge” lo-
cation and remove any dependence on absolute intensity. To
accomplish this task, we used a weighted least-squares
method to scale the simulated data and achieve the best pos-
sible match with the experiment. This mathematical tech-
nique has been used in a variety of other applications, includ-
ing the analysis of gamma-ray spectra.'® The individual
points from the experimental (y) and simulated (a) data sets
are related by

yi=ma;+¢g;.

In the above equation, ¢; is the error between the two data
sets at location i when the scaling factor m is applied. Note
that for two slightly misaligned peaks, the error term be-
comes very large at the peak edges.'® This provides a high
level of sensitivity to the critical edge phenomena mentioned
above. To emphasize the peak locations, we define a weight
factor matrix W, with the diagonal elements W;; assigned
values which are proportional to the number of counts at
each position i. The scaling factor  which minimizes the
error term is then

m=(a"Wa) laTWy.

Note that a and y are vectors containing the simulated and
experimental data sets, respectively. Applying this scaling to
the simulated spectrum, one may then proceed to calculate
an R factor. There are numerous possible definitions,!”!? al-
though we have found the following version to be effective:

N N
R= 1o Oi- ma;)”
Nz [y,-z + (rha;)’]

Note that N corresponds to the total number of map locations
included in the comparison. To compile the simulated data
set, MARLOWE calculations were performed along specific
azimuths in the scattering maps, as shown in Fig. 8. The
lateral lattice spacing was varied over a range of values be-
tween *+10% of the nominal case (a,=3.2094 A).

To validate the method described above, we first com-
pared different configurations along individual azimuths with
the nominal simulated case as the reference condition. The
R-factor variation for three representative azimuths is shown
in Fig. 9(a). The result is less than satisfying however, as one
would expect each of these curves to trend toward higher
values as the deviation in a, from the reference value in-
creases. The variation in the R factor is somewhat erratic
over the range of a, considered here, making the compari-
sons difficult to interpret. The comparison clearly benefits
from increasing the size of the data set considered. Consider
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-30°

FIG. 8. (Color) Sector of the Mg(s) ion scattering map showing
azimuths which were included in the comparison between the full
ARIES and MARLOWE maps.

the “full map” comparison shown in Fig. 9(b). Note that in
this case, each simulated configuration includes a set of ten
azimuths. A single value of m is fitted for the entire data set,
allowing the areas of highest scattering intensity to be em-
phasized. The variation in the R factor is well behaved and
smoothly approaches a minimum as the deviation from the
reference (nominal) case decreases.

The final step is to compare between the experimental
ARIES data and the simulated MARLOWE configurations. The
results are shown in Fig. 9(c). For this analysis, the simulated
data sets included polar scans along ten azimuths, as de-
scribed previously for MARLOWE full map comparison. These
comparisons were repeated at 60° azimuthal intervals to ex-
ploit symmetries evident in the maps. Three different values
of the neutralization probability are also considered. Note
that the R factors for these comparisons reach a minimum
value for a lattice constant of a,~3.1 A, approximately
0.1 A lower than the nominal value. Furthermore, the agree-
ment between the simulation and the model appears to im-
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prove with a higher value of p, supporting our previous as-
sertion that neutralization is rather slight for experimental
conditions examined here.

A basic question is to what accuracy can interatomic dis-
tances be measured experimentally? This depends partially
on how precisely the target crystal surface can be oriented
with respect to the ion beam, since the distance along the
surface is determined from «a. For the case described above,
a £10% change in lattice spacing causes the scattering in-
tensity pattern to shift by approximately *1° in a. This is
well within the resolution of our ARIES system, as the align-
ment procedure for the sample positioning stage with the ion
beam allows « to be calibrated to within =0.1°. Given the
shadow cone shape, the error in distance d from any sample
misalignment would be more severe for large «. However,
even at «=80.5°, which corresponds to the outer edges of the
ion scattering maps (d=10 A), the error in calculated dis-
tance would be +0.15 A for a misalignment in « of +0.1°.
The 0.1 A difference between the value of a, predicted by
the comparison between the simulation and the experiment is
certainly within this range. It is also important to note that
while the ZBL potential has been empirically fitted to a large
number of potentials, there is likely to be some degree of
error when it is applied to a specific system. For a known
surface, one could remove the error mentioned above using a
Moliére potential'* and calibrating the screening length to
give the accurate lattice parameter. This process is demon-
strated in Fig. 10 using R-factor analysis, where the simu-
lated polar scans along the high-symmetry azimuths (¢=0°,
19.1°, and 30°) are compared with ARIES data along the
same directions. In each case, the screening length was al-
tered by a multiplicative constant, with values in the range of
0.75-0.80, providing the best fit to the ARIES data. We en-
vision that once the complete map is used to fit the screening
length, the same procedure as was used with the ZBL poten-
tial could be implemented to determine the atom spacing.

VII. CONCLUDING REMARKS

In this study, we have developed a technique that uses
experimental and simulated low-energy ion scattering maps
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5 K 1T 17T b MARLOWE-MARLOWE ~comparison
@© o T B -1 -1 . P .
3 B 1L 1L i for individual azimuths. (b)
0.04 b 4 i - MARLOWE-MARLOWE ~ comparison
B 1 F 1K . over the full map. (c) ARIES-
i 1L 1C ] MARLOWE comparison over the
0.02 |~ O T s full map, showing the impact of
TH 4t 1 | ARIES : different i ival probabiliti
i I 1 [ comparison ] ifferent ion survival probabilities
I @lf (O] f @ms ()] @
0.00 +1'l'l l 1 l'l'l 11 l'l'l 11 l'['l 1 l 111 -t-l 1 li 111 lll l'i"l 11 l 11 l"l LT —t-l 1 li 111 lll l'i"l 11 l 11 l"l'll_'

26 28 3.0 32 34 36 26 28 3.0 3.2 34 36

lattice constant, a, (A)

26 28 3.0 32 34 36

075416-8



REAL-SPACE ION SCATTERING MAPS OF THE...

020 +ll|l,|,| lll,|,l I,ll,|,| T I,l|,| T TT |,ll|,|+
B ! ! Moliere potential 7
B : : screening length calibration: -
- MARLOWE/ARIES =
- comparison ! -
0.15 - R AR -t -
L p=‘0.95 .

5 I
8 010 -
o o =
0.05 -
OOO +I L1 I'I'I (] I'I'I (I I'I 1111 I'I 111 I'I 1 I'I+

0.4 0.5 0.6 0.7 0.8 0.9 1.0

screening length multiplier

FIG. 10. (Color online) Calibration of the Moliére potential
screening length using R-factor analysis. Polar scans along the
high-symmetry azimuths (¢=0°, 19.1°, and 30°) were used as the
basis for the comparison, and the screening length was varied by a
multiplicative factor.

to characterize surface structure. This is a significant im-
provement over previously used methods of extracting such
information that involve monitoring scattering intensity
along constant azimuths (¢) or at constant angles of inci-
dence (a). In much of the prior work in this area, computer
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simulations of LEIS have similarly been restricted to a nar-
row set of scattering conditions.

A real-space scattering map generated for a complete set
of azimuths and polar angles enables surface structure to be
determined in a straightforward manner. Scattering maps for
Ne*— Mg(0001) were obtained by both the ARIES experi-
ment and MARLOWE simulations. To our knowledge, the
simulated maps described in this work represent the first
simulation of full ion scattering maps in this manner. Atomic
positions can be deduced from the scattering patterns evident
on these maps by comparing a simulated configuration to the
experimental results using R factors.

Given the appropriate circumstances, there do not appear
to be any major obstacles to applying the real-space mapping
techniques described here to adsorbate layers. An important
first step in this analysis is to generate a map of the substrate
to serve as a reference for the adsorbate layer. The tech-
niques described in this paper therefore lay the groundwork
for further use of scattering maps.
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